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Introduction to LLMs and HPC
Large Language Models: A Comprehensive Survey of its Applications, Challenges, Limitations, and Future Prospects





https://llm.extractum.io/list/



The Role of SRCE in HPC for Research

NVIDIA Tesla V100

NVIDIA A100 (SXM)



Importance of HPC for LLMs

• Enormous computational requirements of LLMs: training a model 
with billions of parameters

• HPC enables feasible training times and manageable resources

• Case examples: training HR-GPT, which required supercomputing 
resources



Technical Overview of HPC 
Benefits for LLM Training

3D parallelism training. These three types are:

• Data parallelism: This involves training the model on multiple GPUs or 

TPUs simultaneously, each processing a different portion of the data.

• Model parallelism: This splits the model’s parameters across multiple 

devices, allowing them to be updated simultaneously.

• Pipeline parallelism: This divides the model into stages and processes 

them in a pipelined fashion, with each stage running on a separate device.



Overview of 
LLM 
Research 
and SRCE’s 
Contribution
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HR-XR-XTEND

• Objectives:

• Collection of training corpus

• Training the language model

• Training from scratch 
(Pythia)

• Continued pretraining 
monolingual (GPT-2)

• Continued pre-training on 
multilingual model 
(Gemma-7b-bnb-4bit)

• Evaluation
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HPC and LLM Scalability for Broader Research 
Impact
• Scalability in research

• Larger model

• Datasets

• Tasks

• Wider applications beyond NLP
• multi-modal AI



Future Prospects of HPC in AI and LLM 
Research
• Evolving Role of HPC

• Exascale computing

• Transformative Potential
• Impact of HPC in AI 

• Enable new applications in industry, academia, etc.





Summary of current models [link]

https://docs.google.com/spreadsheets/d/1kc262HZSMAWI6FVsh0zJwbB-ooYvzhCHaHcNUiA0_hY/edit?gid=1158069878


Summary – Universal Benefits of HPC for LLM 
Research
• Speed: HPC reduces the time needed for training and testing, 

accelerating research timelines.

• Cost-Effectiveness: High efficiency and reduced costs over long-term 
computations.

• Scalability and Flexibility: HPC provides scalable resources, enabling 
experiments with different model sizes and configurations.

• Enhanced Collaboration: Accessibility to HPC fosters collaborations 
across institutions and disciplines.



Conclusion: The Path Forward

• Scale requires HPC: HPC enables the training, fine-tuning, and 
deployment of LLMs at scale
• HPC’s critical role in advancing LLMs

• Optimization is key: Advancements in model architecture, hardware, 
and algorithms can help manage resource use
• Balancing efficiency with computational demands

• Innovations in HPC that will define the next generation of LLMs
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